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Network as Source of truth

Incident to illustrate Best practices
Role of ISP in SME security
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MITRE ATT&CK® https://attack.mitre.org
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700 hosts (offices, servers, in 
VLANs)

Office behind firewall

Web & other servers hosted by ISP

Small but important OT

SME



#1 step - recon

of ISP’s public facing IP range



Incident timeline

Step 1 - Recon on ISP

Step 2

Step 3

Step 4

Step 5

Step 6



Before “Spray & Pray”

Reconnaissance

1) Scan open ports 
2) Scan for services
3) Application version



● Nessus
● Metasploit
● Vuls
● Archery
● w3af

Before “Spray & Pray”

1) Scan open ports 
2) Scan for services
3) Application version

Tooling

Reconnaissance



Before “Spray & Pray”

1) Scan open ports 
2) Scan for services
3) Application version

Tooling

How to detect?

Reconnaissance



netflow
RFC 3954 & RFC 7011

Photo from internet.org



Example flow record

● L4 protocol: TCP
● Source IP: 10.2.3.44
● Source port: 12345
● Destination IP 
● Destination port: 443
● TCP flags: SYN, ACK

● Can be enriched for example by 
L7 application layer or JA3 
fingerprintsnetflow

logs
Photo from internet.org



All traffic BPS, PPS, FPS, talkersNet traffic

10 minutes



DNS responses

Drill down

Source port = 53



Filtered source_port = 53DNS responses



Before attack 

Before / after
During attack



Possibly from Netflow

Easier for ISP w/ large IP range

How to improve confidence?

Multiple data sources

Firewall w/ dynamic feed 

Scanner Detection



#2 step - initial access

to ISP’s CORE router



Incident timeline

Step 1 - Recon on ISP

Step 2 - Access to ISP router

Step 3

Step 4

Step 5

Step 6



ISP infrastructure

Small ISP ~ 8000 connections

Avg of 22K netflow records per second

CORE routers (RouterOS) on perimeter

Mikrotik RouterOs before stable v7.6 was discovered 

to contain an out-of-bounds read in the SNMP 

process. This vulnerability allows attackers to 

execute arbitrary code via a crafted packet.

CVE-
2022-
45315 22K

https://www.cvedetails.com/cve/CVE-2022-45315/
https://www.cvedetails.com/cve/CVE-2022-45315/
https://www.cvedetails.com/cve/CVE-2022-45315/


RouterOS vulnerability

Initial access



NOT just from Netflow

How to improve posture?

Close mng. ports to internet

How to improve detection confidence?

Multiple data sources

Attack Detection

1. Vulnerability scan discovery for CORE,
2. Incoming packets to ports related to 

discovered vulnerabilities,
3. attacker is on IP deny list.



Vulnerability discovery



#3 step - lateral movement

within ISP’s infrastructure



Incident timeline

Step 1 - Recon on ISP

Step 2 - Access to ISP router

Step 3 - Lateral movement within ISP

Step 4

Step 5

Step 6



Lateral movement



Lateral movement

How to spread infection

1) Scan open services on local net 
2) Try default credentials
3) Try brute-force



Noisy attack 

Easy to detect from Netflow

Brute-force Detection



Netflow visualization



schizophrenia
In NOC

Photo from Matrix the movie



Cold
coffee
Query 

Photo from twitter.com/billydracula/



vendor 
lock
OSS, exporters

Photo from www.geocaching.com



#4 step - infection spreads

to SME



Incident timeline

Step 1 - Recon on ISP

Step 2 - Access to ISP router

Step 3 - Lateral movement within ISP

Step 4 - Lateral movement to SME

Step 5

Step 6



Ignoring firewall

Visibility to all office hosts

to servers hosted by ISP

to OT perimeter

Attacker gains visibility



Incident timeline

Step 1 - Recon on ISP

Step 2 - Access to ISP router

Step 3 - Lateral movement within ISP

Step 4 - Lateral movement to SME

Step 5 - C2 communication

Step 6



Infected router attempts to contact C2

First via DNS resolving

Then directly to IP

C2 communication



Not reliable from just NetFlow

How to improve detection confidence?

Combine Netflow with IP list of known C2 

C2 hosts resolving can be stopped by DNS security solution

C2 detection & mitigation



DNS security dashboard



#6 step - attack on OT

and Database server



Incident timeline

Step 1 - Recon on ISP

Step 2 - Access to ISP router

Step 3 - Lateral movement within ISP

Step 4 - Lateral movement to SME

Step 5 - C2 communication

Step 6 - Attack on OT & db server



Attack on OT perimeter

Attack on DB server credentials

Detection of final attack



IDS dashboard



SSH anomaly @ Netflow 

2 drill down

1 alert



Endpoint traces can be tempered

Netflow is generated independently 
outside attackers influence

Netflow logs can be stored elsewhere,
(e.g. on collector at other datacenter)

Generating Netflow logs



Attacker intercepted

By sheer luck or systematically?



Incident response

Hunting w/ logs collection

Incident reconstruction

Mitigation

Posture improvement



Case outcome
Visibility x Blindspots

Photo from Matrix the movie



Sources of truth

NetFlow logs

Vulnerability scans

DNS security 

IDS (Suricata)

IP reputation lists

No application or EDR logs

Visibility X Blindspot



Isolate OT & Stop web / db services

Restrict access to web & db servers (hosted at ISP)

Update firmware on SME perimeter router & review configuration

Update firmware on all CORE RouterOS within ISP infrastructure

Mitigation till next day



Case outcome
We see them all

Photo from Matrix the movie



Improvements after

Firmware version check in Zabbix for all CORE routers

Setup more confident anomaly detection (multiple data-sources)

Fill out blind spots in Netflow coverage

Update SME perimeter to include firewall w/ dynamic feed

Setup Suricata in IPS mode on OT perimeter

Considering EDR / Zero Trust



Case closed

Lessons learnt



Initial vector from ISP

Almost delivered costly blow to SME

ISP reacted swiftly and constructively 

ISP helped improve security posture
(both self & its enterprise customers)

ISP - SME Relationship



Discussion

Lessons learnt



One ⏣ to rule them all

???
???

???
???

5 lessons



netflow
Network flow logs

Phto from Matrix the movie



One ⏣ to rule them all

⏣ is “a must” forensic data source
???

???
???

5 lessons



Anomaly detection

Foto z bluewhale.com

anomaly 
detection

raw
data



One ⏣ to rule them all

⏣ is “a must” forensic data source
Networks don’t lie

???
???

5 lessons



One ⏣ to rule them all

⏣ is “a must” forensic data source
Networks don’t lie

Regulatory obligations
???

5 lessons



One ⏣ to rule them all

⏣ is “a must” forensic data source
Networks don’t lie

Regulatory obligations
ISP role in security

5 lessons



ISP role
In SME security

Photo from thewertzone.blogspot.com



Thank  you,

ques-
tions?

www.flowcutter.comMgr. Matej Pavelka PhD.


